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A Study on Superionic Conductivity of Li,SO4-Fe,03 Nanocomposites
Win Kyaw!, Myo Paing Htwé, Soe Soe Nwe

Abstract

Nanocomposite salt-ceramic electrolyte with therfola (1-x) LbSOs;-xFe,03 (where x = 0.1,
0.2 and 0.3) have been prepared by double sinterémgmic method. Starting materials of
analytical reagent (AR) grade ,HO, and FgO; were weighed with desired stoichiometric
compositions. Phase formation temperature detetiomaof the presintering sample was
examined by TG-DTA technique. The presintered samplere made into circular shaped
pellets andsintered at 500°C and 600°C for 2 h eaRD technique was used to investigate the
crystalline phase formation and to examine théckbarameters of the samples. The crystallite
sizes were estimated by using the most intensesp@akXRD patterns to investigate the
nanocomposite system. Electrical conductivity of tsamples was investigated in the
temperature range 303 K-793 K to study the superi@onductivity. The superionic
conductivity phase transition temperatures of dmades prepared &0°C for 2 h were found
as in the range af83 K-523 K and for the samples prepare@Ci°C for 2 h were found as in
the range of533 K-583 K.

Key words: (1-x) Li,SO,-xF&0; nanocomposite, TG-DTA, XRD, superionic conductivity

Introduction

There is a special interest in developing composésemic electrolytes with high
chemical and thermal stability and low fabricationst for application in intermediate
temperature (400 200 °C) fuel cell systems. The main focus of thestmesearch initiatives
has been directed at lowering the transition teatpee to superionic state and increasing the
conductivity of solid electrolytes [He, C.R., (20D9

Enhancing the conductivity of ceramic electrolyi@golves the dispersal of fine inert
particles of insulator like AD;, FeOs, SiO,, etc., in the host matrix forming a two phase
composite system [Kassim, A., (2011)]. The ioniaduactivity of several solid electrolytes has
been increased significantly, from 1 to 3 ordersmafgnitude, by dispersing fine, insulating
particle of inert additive [Fang, T., (2004)]. Thige of conductivity enhancement is called
composite effect, and there are some theoreticaleisofor explanation it, the interface
mechanism, which involves space charge layer foomabetween the conducting and the
insulating phase, enhanced conduction at the cbrheointerface, or an interfacial phase
formation and effects of adsorbed surface moisamé impurities; the matrix mechanism,
involves enhanced charge transportation along gtmnndaries and dislocations, the
stabilization of highly conducting metastable plsasiele to a homogeneous doping of the
matrix [Fey, G.T.K., (2003)].

In the present work, the nanocomposite ceramic trelgtes with enhanced
conductivity which have been prepared by doubldéesimg ceramic method based on the
Li,.SOs-Fe0O5 system. The nanocomposites with relative concgoitra = 0.1, 0.2 and 0.3 in
(1-x) Li,SO,-xFe,05 system were studied by temperature dependentiedatonductivity in
the temperature range 30393 K.
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Materials and Method
Preparation of Ceramic Electrolyte (1-x) LbSO4-xFe,O3 System

Nanocomposite salt-ceramic electrolyte (1-9-xFe05; system (where x = 0.1,0.2
and 0.3) were prepared by double sintering ceramethod using analytical reagent (AR)
grade L}SO, and FgOs. These oxides were weighed with desired stoichiametmpositions.
The weighed powders were mixed and ground by ateagartar for 1 h to be homogeneous
and fine grain powders. The fine powders were ptestd at 500°C for 2 Im vacuum
chambetrto obtain highly dispersed nanoparticles in thédswlatrix. The presintered samples
weremade into circular shape pellets under 70 Métaguhydraulic pellet-makeilhen, the
pellet was sintereat 500°C and 600°C for 2 h eadPhotographs of the weighed starting
materials and experimental setup of sample preparaystem were shown in Figurel.

Figure 1. The weighed starting materials of (1-x30),-xFe,0; for (a) x = 0.1, (b) x = 0.2, (c) x = 0.3 and
(d) experimental setup of sample preparation system

TG-DTA Measurement

Thermogravimetry and Differential Thermal Analysi§G-DTA) methods are
commonly used to solve analytical problems sinegy tbften provide an elegant and time-
saving way of doing this. In the present work, SADMU DTG-60H Thermal Analyzer at
Universities’ Research Centre (URC), UniversityYsingon, was used to investigate the phase
formation temperature of the (1-x),50,-xF&03 (X = 0.1) sample. TG-DTA thermograms of
the 4.579 mg mass of the sample were collectedangmperature range 302G00°C under
N, atmosphere with 50 ml min The speed of heating was chosen at the rate°6f 0r* and
kept constant in this measurement.
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XRD Measurement

The crystalline phase formation of the (1-x)3®,-xFe,0Os; (where x = 0.1, 0.2 and 0.3)
samples prepared 800°C and 600°C for 2 h eagvere investigated by PC-controlled rigaku
multiflex Powder X-Ray Diffractometer using Ni-&t with CukK,- radiation { = 1.54056 A).

Temperature Dependent Electrical Conductivity Meastement

The as-prepared (1-x) 4SO;-xFe,03 (where x = 0.1, 0.2 and 0.3) samples were made
into pellets by SPECAC hydraulic pellet-makerusif@ MPa. The silver paste (conductive
pen) was made over the sample to ensure goodietdaontacts. The electrical resistances of
the samples were observed in the temperature @frg@3 K-793 K by the use of CAHO SR-
T903 Temperature Controller. Thicknesses and tba af the pellets were 5.45610° mand
1.14x 10* m? respectively. The electrical resistances of thepas were measured by using
FLUKE 45 Dual-display digital multi-meter. K-typbdrmocouple was placed near the sample
to record real temperatures throughout the measmen300 W heater rods were used for
heating elements. Experimental setup of electrcaiductivity measurement was shown in
Figure 2. The electrical conductivityof the sample has been calculated by using thrauiar
o =|/RAwherel is the thickness of the sample (rA)is the cross-sectional area of the samples
or electrodes (), andR is the resistance)).

Figure 2. Experimental setup of electrical contlitgt measurement
Results and Discussion
Thermal Analysis

TG-DTA thermograms of the (1-x) 1$0,-xFe05 (x = 0.1) sample were shown in
Figure 3. In TG thermogram, one step mass varigtass) was found in the temperature range
38.99°C - 601.56°C with 5.831%. Two endothermickpewere found at 106.29°C and
584.16°C in DTA thermogram. The first peak indichthe dehydration of water because
0.9Li,SOs-0.1 FeO3 sample was a moisture sensitive material. The sepeak represented
the superionic phase transition of the sample.
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Figure 3. TG-DTA thermograms of (1-x),B50,-xF&0; (x = 0.1)
Structural Analysis

Powder XRD patterns of (1-x) $3Os-xFe,0O3 (where x = 0.1, 0.2 and 0.3) samples
prepared ab00°C and 60 for 2 h each were shown in FigureaddFigure 5. The collected
diffraction lines were identified by using JCPDSaléiles of (i) Cat. No. 73-1250> 430, —
Lithium Sulfate and (ii) Cat. No. 85-0599> HematieFeOs;. As shown in observed XRD
patterns, the collected diffraction lines were @gssd with standard JCPDS and most of the
lines were agreed with JCPDS data library.

XRD patterns showed that the (1-x),&0-xFe,0; samples belong to monoclinic
structure. The lattice parameters of the samplesesaluated by using crystal utility of the
2 2 ainn 2 HY
equation ofi: - L h—+ KZsin ,B+I__2hlcos[3’)= 4sin 9, where0 is the diffraction
d*> sin®gB a’ b? c ac A?
angle, (hkl) is the Miller indicesa, b, cand  are the lattice parameters, ahdis the
wavelength of incident X-ray.

Crystallite sizes below roughly 100 nm can be eai@d using powder diffraction
technique. The fine particle nature of the crystallpowder is reflected in the X-ray line
broadening. The crystallite sizes of the sample®westimated by using the Scherrer formula,

_ 091
B cosf
is diffraction angle of the peak under considerat® FWHM (°) and B is observed FWHM
(radian). In the present work, the FWHM of the sgest peak (I = 100%) of the planes for
each of the collected XRD patterns used to caleuthe crystallite size. The obtained
crystallite sizes showed the samples were nanosmeérials or nanocomposite materilas. The
lattice parameters and the crystallite sizes oktraples were listed in Table 1.

, whereD is the crystallite size (nmj, is the wavelength of incident X-ray (49,

Electrical Conductivity Study

Electrical conductivity of a salt-ceramic compositgth temperature obeys an
Arrhenius expressiong=0,exp (-E, /kT) where c is the conductivity,co is the pre-
exponential factorz, is the activation energy for ionic conductiéns the Boltzmann constant
and T is the absolute temperature. Arrhenius mbtle variations of dc electrical conductivity
of the (1-x) LpSOs-xFe,03 (where x = 0.1, 0.2 and 0.3) samples prepared@t5ande600°C
for 2 h each are shown in Figure 6 and Figure 7.
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According to the theory of ionic conductivity, telpe of the electrical conductivity in
each of the figure, for example in (1-x)L80,-xF&,03 (x = 0.1) at 508z, corresponding to the
activation energy for creating of defect states tule ionic motions of the sample. As shown
in Figure 6 and 7, temperature dependent electtimadiuctivity of the samples increased with
the increase in temperature. The obtained activatieergies were tabulated in Table 2.

Experimental results showed that the sampglesibited as superionic conductors at
high temperature due to their electrical conductiwityl0® S mi'. The superionic phase
transition temperatureyl— Ty, of the samples prepared at 50@483 K — 523 K) increased
with the increase of preparation temperature atG(EB3 K — 583 K). The observed behavior
in In 6 vs 1000/T curve of the samples indicate that tharge carrier density which are
generated as a consequence of thermal activateggz®f lattice defects, is increased up to
end point temperature by increasing the conceotrabf the ceramic R®s;. Thus, the dc
electrical conductivities of the samples prepare@0&cC were greater than thaf the samples
prepared at 500.
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Figure 4. XRD patterns of (1-x) 130,-xFeOswhere (a) x = 0.1, (b)x = 0.2 and (c) x = 0.3 sawpirepared at
500°Cfor 2 h
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Figure 5. XRD patterns of (1-x) 1SOs-xFe,0O; where (a) x = 0.1, (b)x = 0.2 and (c) x = 0.3 sawprepared at
600°Cfor 2 h

Table 1. The lattice parameters and crystallite ses of (1-x) LpSOs-xFe,O3 (x = 0.1, 0.2
and 0.3) samples

Preparation Sample Lattice parameters D (nm)
Temperature’C)  (Contents x of Fs)
500 0.1 a =7.6636 A, b=5.6431 A, 26.72
c=8.4180 AB = 100.63°
0.2 a =5.9224 A, b=7.6531 A, 39.89
c=8.2123 A8 = 108.96°
0.3 a =7.5721 A, b=5.6885 A, 49.95
c=8.3255 A8 = 120.10°
600 0.1 a =8.2343 A, b=4.9792 A, 29.65
c=8.4880 A8 = 108.00°
0.2 a =8.7941 A,b= 7.5794 A, 38.37
c=8.2021 Ap = 109.57°
0.3 a =8.1939 A, b=4.9532 A, 52.22

c=8.4229 AB = 107.72°
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Figure 6. Arrhenius plots of the variations ofedectrical conductivity of (1-x) LBEO-xF&0; (x = 0.1, 0.2 and
0.3) samples prepared at 3G0
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Figure 7. Arrhenius plots of the variations ofalectrical conductivity of (1-x) LBO,-xFe0O; (x = 0.1, 0.2 and
0.3) samples prepared at 800
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Table 2. Activation energies of (1-x)LiSOs-xFe,03 (x = 0.1, 0.2 and 0.3) samples

Preparation Sample Ea (eV)
Temperature°C) (Contents x of F£3)
50C 0.1 0.181«
0.2 0.243¢
0.2 0.266:
600 0.1 0.3652
0.2 0.4042
0.3 0.4357
Conclusion

Salt-ceramic electrolyte system of (1-x),&0-xFe0O3 (where x = 0.1, 0.2 and 0.3)
nanocomposites were prepared by double sinteringnmie method. TG-DTA thermograms
indicated that the superionic phase transition taipre of the samples. XRD patterns
showed that the samples were analogous to monoaiinicture and composed o800, and
Fe,0O3 nanosized materials. Electrical conductivity o# ttamples was found to be increased
with the increase in temperature and concentrabioire,0s. The activation energy of the
samples increased with the increase in temperatnde concentration ofFeOs. From the
experimental results,the (1-x).HO;-xFe,03 (X = 0.1, 0.2 and 0.3) samples prepared at@&00
are more suitable for the applications of solicttdyte materials in rechargeable battery than
the samples prepared at 50due to the high temperature superionic conductivity
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The Design of Weather Forecasting Model for the Pspnal Weather Station
Aung Zaw Od, Myo Aund, Ye Chan,
Abstract

This research aims at designing and constructipgrsonal weather station and artificial neural
network model to forecast temperature, relative idityy atmospheric pressure and possibility
to rain. DHT22 temperature and humidity sensor ul®dBMP085 pressure sensor, 3-cup
anemometer, wind vane, tipping bucket type rainggameasurement unit are used as main
sensors for designing weather station. Acquisiiod processing of sensors’ data are performed
by ATmega 2560 microcontroller and the processed dee uploaded to the server via mobile
network by SIM 900 A GSM module. Long short-termmuey (LSTM) auto-encoder neural
network model is proposed for mapping the past mevatata into the future. Constructed
model is trained using Keras neural network librargh TensorFlow-backend. The model
predicts temperature, pressure and humidity. Tleesse accuracy of the LSTM models is 0.94.

Key words: weather station, neural artificial network, LSTM@aencode model
Introduction

The aim of this research is to construct a persa@dther station and the weather
forecasting model using deep learning methodolggtesforecast the accurate weather
condition using data from personal weather statibRlT 22 temperature and humidity
measurement sensor, BMP 085 pressure sensor,dippeanemometer, wind vane and rain
gauge sensor are used as measurement modulessinucted personal weather station. These
sensors are connected to ATmega 2560 microcontr@ltamain name is registered with a web
hosting company to setup the private database rseemain name of constructed database
server is set up as “www.azo-weather.com”. Persamather station measures temperature,
wind speed, wind direction, relative humidity, aspberic pressure and rain fall. Weather data
measurements are taken at every three hour tiraevaitand uploaded to database server via
the internet access using SIM 900 A GSM moduleré&irweather information and historical
data are shown on the created website (www.azoheeabm).

To forecast weather, forecasting model is set upgudeep learning method based on
artificial neural network (ANN). LSTM auto-encodenodel forecasts the temperature,
humidity and atmospheric pressure. Forecast arefaosen to Pyay, Bago Division, Myanmar.
Twelve year weather data collected from a weathedysite are used as train and test datasets.
Weather data download from personal weather statrenused as test datasets only. LSTM
auto-encoder model is tested and validated to &stageather using these datasets.

Materials and Methods

Personal weather station is a set of weather miegsinstruments (sensors) which is
operated by a private. Constructed personal weadteiron measures wind speed, wind
direction, rainfall, temperature, relative humidand atmospheric pressure. Domain name is
also created from a web hosting company to seh@matabase server. The data acquired from
sensors are sent to database server via the intgrnesing SIM 900 A GSM (Global System
for Mobile Communications) module. Figure 7 shote tonstructed personal weather station.
Figure 8 shows the internal circuit diagram of peed weather station. Figure 9 shows
complete circuit diagram of personal weather statio
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%Dr, Professor and Head, Universities’ Researchi@ebiniversity of Yangon
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Wind Speed Measurement

The three-cup anemometer is a wind speed measdeuwge as shown in Figure 1.
Wind speed measurement is done from the rotatiegdpf wind cups. As the anemometer
cups rotate, a single magnet on the anemometegschseed switch which is reflected on the
output, completing the circuit.

Wind Direction Measurement

Wind vane shown in Figure 2 is used to measure wiingction. It has eight reed
switches and each of reed switches connected tifeaetht resistor. The vane’s magnet closes
only one switch when it passes over the reed swhahit can close two neighbouring reed
switches when it's positioned halfway between théris allows the wind vane to have
16 possible combinations of resistance and allowim¢p 16 different positions to be indicated
for direction shown in Table 1. A 1Xkexternal resistor is used to form a voltage divide
circuit, to produce a voltage output that can basne=d with an analog to digital converter of
microcontroller.

Precipitation Measurement

Personal weather station uses tipping buckets tgi® gauge sensor to measure
precipitation. Tipping bucket rain gauge is shownFigure 3. It has one reed switch. One
terminal of anemometer's reed switch is connecteda dpin D2 of ATmega 2560
microcontroller and 5 V DC power supply via 1Q kesistor. Other terminal of reed switch is
connected to ground.

Temperature and Humidity Measurement

The DHT 22 is a digital temperature and humiditynsse. It has an operating
temperature range of -40°C to +80°C and +0.5°C maoyu An operating humidity range is
from 0 to 100% RH and +2% to + 5% accuracy. Figdreshows the photo of DHT22
temperature and humidity sensor. 5 V DC power imected to ¥c of DHT 22 sensor. Pin 2
of DHT 22 is connected to the data pin D4 of miorcoller.

Atmospheric Pressure Measurement

To measure atmospheric pressure BMP 085 sensaseds Pressure and temperature
data are provided as 16 bit value via the 12 Criate with the calibrated data. The BMP085
offers a pressure measuring range of 300 to 11@0with accuracy down to 0.02 hPa. BMP
085 presser sensor is shown in Figure 5. SDA piBMP 085 is connected to SDA pin 20 of
ATmega 2560 microcontroller and SCL pin of BMP 085connected to SCL pin 21 of
microcontroller.

Design of Data Communication Gateway

Data communication gateway is a device which womksthe center of the
communication line and supports a path for devicekbud communication. SIM 900A GSM
module shown in Figure 6 is a specialized type oddem which accepts a SIM card, and
operates over a subscription to a mobile operasra mobile phone. It is used as data
communication gateway device to send data to ietetlatabase server. This gateway reads
data from the sensor’s data and transmits it testimhtion server across the internet. Rx and
Tx pins of SIM 900A GSM module are connected to p#hand pin 19 of microcontroller.
GSM module can be controlled by microcontrollemdsying AT-command.
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Figure 1 Photo of three-c@memomete Figure 2 Photo of wind vane

Figure 5 BMP085 barometric presser ser Figure 6 SIM900A GSM modul

Figure 7 Photograph of personal Figure 8 Internal circuit of weather stati
weather station
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Table 1 Wind Direction Calculation by using Outpu Voltage of Wind Vane
wind Direction | Wind Direction Resistance of Wind Output Voltage of
(Abbreviation) (Degree) Var_1_e for Wind Vane (V)
16 Positions (k)
N 0 33.00 3.84
NNE 22.5 6.57 1.98
NE 45.0 8.20 2.25
ENE 67.5 0.89 0.41
E 90.0 1.00 0.45
ESE 112.5 0.69 0.32
SE 135.0 2.20 0.90
SSE 157.5 1.41 0.62
S 180.0 3.90 1.40
SSW 202.5 3.14 1.19
SW 225.0 16.00 3.08
WSW 247.% 14.1: 2.9%
W 270.( 120.0( 4.6z
WNW 292.t 42.1% 4.04
NW 315.0 64.90 4.33
NNW 337.5 21.88 3.43
| C1 | Cc2 R2
llaza\t’tew - wun_ui-T ’ mom:rL 10k EE
T . " Resd Smich * % R3
Wind Vane 10kQ Vee Data GND)|
N

NW,

R1J

100 = SW

D3

NE

Microcontroller

D4

Rain Gauge's
Reed Switch

R4 L
10kQ =

A0

3.3V

D20

D21

GND

D19

DA
BMP085
CL

GND

Figure 9 Completed circuit diagram of personal Wweastation

Weather Sensors Calibration

To measure win speed, anemometer calibration isoqpeed with Anemometer-

51

840003. Figure 10 shows calibration curve of wirdoeity. Regression coefficients m (the
gradient of the line) is 0.062, the intercept @ time is 0.2646 and coefficient of determination
R? is 0.9954 for anemometer calibration. As coeffitief determination is close to 1, the
calibration has good correlation between two sens®he relationship between the cup
anemometer factor K and wind velocity V is showrguation (1).
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|4
T 2nfrRrc (1)
Using calculation result, the relation between wépeed V and cup frequency f can be
described as

V=K wR,, = 0.062 f )

Wind directions are calculated from output voltagevind vane circuit and according
to output voltages, 16 positions of wind directi@ns calculated.

In rain gauge calibration, 1.77 &iis required tanake the buck tip down. The surface
area of rain collector is 50 émand 1.77 cr of collected rain (single tip of bucket) is
equivalent to 0.354 mm of rain fall. That is why3®4 mm precipitation causes the rain gauge
circuit generate one pulse signal. Figure 12 shmesipitation calibration.

DHT 22 temperature and humidity sensor is calilsratgh UT 331 (Digital Thermo-
Hygrometer) sensor. Regression coefficients m @2,1the intercept of the line is 0.21 and
coefficient of determination Hs 0.9996 for temperature calibration. Regressimefficients m
is 0.99, the intercept of the line is 0.22 and fiokeint of determination is 0.9999 for humidity
calibration. As coefficient of determination is séoto 1, calibration gets the good correlation.
Figure 13 shows DHT 22 sensor calibration with refiee meter. Figure 14 and 15 shows the
calibration curves of the temperature and humidity a reference meter.

6 y = 0.062x + 0.264
~° R?=0.995
D 4
S
=3 .
.g 2 Velocity
o 1 ——Linear (Velocity)
~ 0
10 20 30 40 50 60 70 80 90
Frequency (Hz)
Figure 10 Calibration curve of wind velocity Figure 11 Wind speed calibration

Figure 12 Precipitation calibratic Figure 13 DHT22 calibration with reference meter
(UT331 Digital Thermo-Hygrometer)
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Domain Name Registration and Creation of Databasee8ver

To start a website, it is needed to set up a domame. To store weather data in
database server and to show historical data, don@aire is bought from a global web hosting
company, Fastcomet (https://www.fastcomet.com)abDase server is created in the domain of
www.azo-weather.com. MySQL database system is useserver. To access data from
internet access, server name, user name, passwaorddaabase name are set correctly

according to server setting. Server name is “azatWer.com” and user name is
“azoweath_userl”.
With database management systems, database tableremed in database

(azoweath_testdata), to store weather data. Nanmmdtructed database table is “PWD”.
Field names (columns) are id, Time, Temperaturend\VBpeed, Win_Direction, Humidity,
Rain and Pressure. Figure 16 shows the construletiedtable structure in MySQL server. A
primary key is a special relational database tablemn designated to uniquely identify all
table records. In created database, “id” is s@riasary key. Figure 17 shows database table in
database server.
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Figure 16 Constructed data table structure in MyS@iver
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> > | Number of rows Filterraws: | Search this table | sortby key: | tane
+ Options
T ~ id Time Temperature | Wind Speed  Wind Direction _Humidity Rain Pressure
[ &PEdit ¢ Copy @ Delete 1 20130101 00:00:00 21 7 375 T 1016
[] & Edit 3:Copy @ Delete 2 2019-01-01 03:00:00 19 1 375 7m0 1015
[ & Edt $:Copy @ Delete 3 2018-01-01 06:00:00 20 1 375 G 0 1017
[ &P Edit ¢ Copy @ Delete 4 20190101 09:00:00 23 1% 375 8 0 1018
[ &Edt 3 Copy @ Delete 5 2013-01-01 12:00:00 29 1l 0 a0 1016
[] & Edit ¢ Copy @ Delete 6 20190101 15:00:00 30 8 25 a0 1014
[ PEdt 32 Copy @ Delete 7 2018-01-01 18:00:00 25 7 25 60 1015
[ & Edit $:Copy @ Delete & 2013-01-01 21:00:00 2 8 315 B 0 1016
[] & Edit ¢ Copy @ Delete 9 2015-01-02 00:00:00 21 9 315 B0 1017
[] & Edit 3¢ Copy @ Delete 10 20190102 03:00:00 19 8 275 50 1016
[ & Edit 3 Copy @ Delete 11 2019-01-02 06:00:00 18 10 75 70 1016
[] & Edit 3¢ Copy @ Delste 12 2019-01-02 09:00:00 2 16 275 6 0 1018
[ PEdt 3 Copy @ Delete 13 2018-01-02 12:00:00 29 15 0 s 0 1015
[ o Edit 3:Copy @ Delste 14 20190102 15:00:00 30 10 0 % 0 1013
[ & Edit 3 Copy @ Delete 15 20130102 16:00:00 27 7 375 @ 0 1015
[ P Edt 3 Copy @ Delete 16 2019-01-02.21:00:00 2 8 315 & 0 1017
[ &P Edit 4 Copy @ Delete 17 2013-01-03 00:00:00 21 6 75 B 1017
[ «PEdit 3 Copy @ Delete 18 2013-01-03 03:00:00 20 8 3375 0 1016
[ P Edt 3 Copy @ Delete 19 2019-01-03 06:00:00 19 8 375 o 0 1016
[ &P Edit 34 Copy @ Delste 20 2013-01-03 09:00:00 23 12 0 B0 1018
[ & Edit $:Copy @ Delete 21 20130103 12:00:00 29 9 0 % 0 1016
[ (P Edit 3 Copy @ Delete 22 2019-01-03 15:00:00 30 7 45 B 0 1014
[J & Edit 3 Copy @ Delete 23 2019-01-03 18:00:00 28 7 45 54 0 1015
[] & Edit 3 Copy @ Delete 24 2019.01-03 21:00:00 2 7 2925 0 0 1017

Figure 17 Database table in database server
Weather Webpage and Data Visualization

Database server at website ‘www.azo-weather.cons et up and upload data from
weather station are recorded in the database ofst#raer. Figure 18 shows home page of
www.azo.weather.com with clickable buttons link dobpages which shows the historical
weather data of temperature, humidity, atmosplmessure, wind speed and precipitation and
also displays those data on the real-time chart.

R ]
T G csce 0 seacontie

- = e @ Getiieg Stanad I How 1 Develap LSTIL,

() www mzo-wanther.com

Smart P | Weather S N

Press under link to view historical data.

B

Figure 18 Constructed weather website Figure 19 Historical data table shown on webpage
(www.azo-weather.com) (http://azo-weather.com/azopwtable.php)

B Type here toseach
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Avrtificial Neural Network

An artificial neural network (ANN) is a computat@inmodel which is interconnected
by the way biological nervous systems, such astha, process information. It is based on
the connected nodes, called artificial neurons tadsmits a signal to other neurons. An
artificial neuron gets a signal and processesiriifiéial neural networks compose of input and
output layers, as well as a hidden layer consistihginits which transform the input into
output. Figure 20 shows a simple neural network.

X1
\
X W2
1, if) wirbz0

m
\__* (wixi)+bias ’ fix)= > ”
z- [0, iy wxtb<o L Y,

/ > [

Summation
Inputs  Weights and Bias Activation Output

Figure 20 Simple neural network model
LSTM Structure

Long short-term memory (LSTM) is a recurrent neunatiwork architecture applied in
the field of deep learning. Each LSTM unit is corsgo of a cell, an input gate, an output gate
and a forget gate. The cell recognizes the valuéstiae three gates regulate the information
into and out of the cell. LSTM cell has two statde hidden state and the internal cell state
where the hidden state corresponds to the shont-teemory component and the cell state
corresponds to the long-term memory.

=0 W hey + Vi xc +by) 3)
or =0 W, -heq + Vo - x¢ + by) (4)
fe=0 Ws. he_y +Vp. x¢ + byf) (5)
C, = tanh (W,. he_y + V.. x, + b,) (6)
C=i;QC+f OC4 (7)
h; = o, ® tanh(C;) (8)
Zy = hy 9)

Figure 21 Repeating module in an LSTM contains foteracting layer
Creating LSTM Auto-encoder Model

LSTM auto-encoder is a type of self-supervised riewy model which can learn a
compressed representation of input data. In tisisareh, LSTM auto-encoder models are setup
and performance of model is examined with lossaowiracy of training process. LSTM auto-
encoder consists of encoder part and decoder parencoder part consists of two LSTM
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layers, while decoder part consists of two LSTMelsy Encoder has two layers with 128
neurons and 64 neurons. Decoder has two layers Mi&neurons and 64 neurons. LSTM
auto-encoder neural networks are defined in Kesaa aequence of layers. Dense layer is a
fully connected layer of neurons, used to make iptieth and a value of 128 hidden neurons
have been designed in dense layer to train the imdde repeat-vector layer repeats the final
output vector from the encoding layer as a constgmit to each time step of the decoder.
Time distributed dense layer applies a same denfig-¢onnected) operation to every time
step of a 3D tensor.

B T L R -

Encoder T
R
¥ oAy Xyom, Decoder

Figure 22 LSTM auto-encoder model

Collecting Data Sources and Datasets

To forecast weather parameters, weather data diecteal from two sources, first
source is from online weather page and second sedarfrom constructed personal weather
station. First weather data sets, three-hour iatest weather data (temperature, wind speed,
wind direction, cloud, relative humidity, preciditan and atmosphere pressure) are collected
from a weather website (https://www.worldweatheirmalcom). The research area is chosen as
Pyay area. Collected data covers a time period ftemuly 2008 to December 2019. Second
weather data set are collected from constructesopat weather station, covers a time period
from January 2019 to December 2019.

Results and Discussion
Temperature, Humidity and Pressure Forecasting

LSTM model forecasts the temperature, relative llitniand atmospheric pressure.
This model has same feature (variables) for inpdt @utput. 30680 online data (from August
2008 to December 2018) are downloaded from “wwwidweatheronline.com” and saved as
CSV file format to use as train and test datairiimg dataset consists of 27752 samples (taken
from August 2008 to December 2017) and 30672 sanfitem August 2008 to December
2018). Test datasets consists of 2904 samplesr(ttkm £' January 2019 to $1December
2019) are used as test data by setting the eightpaénts for look back data and one data point
for future predict value. In this experiment, twest datasets which are online datasets and
datasets from personal weather station were useginiodel gives satisfactory results for both
data sets and Table 2 shows the loss and accuramyarison of experiments using
200 epochs for eight look back time stamps to ptemhie next time stamp.

There are four experiments for training and testiof LSTM model. In
experiment 1, weather data from 2008 to 2017 aed @ training the model and weather data
in 2018 are used to verify the model predictiorultssfor 2018. In experiment 2 to 4, dataset
from 2019 are used as test data. According to #seltr shown on Table 2, accuracy is
depended on number of training samples. Minimum Blakimum training accuracy are
0.9365 and 0.9449 respectively. The experiment ¢aisied out using test data set collected
from constructed weather station and the accusatiyund to be 0.9428.



Pyay University Research Journal 2019, Vol-11, No.1

57

Table 2 Loss and Accuracy of First LSTM Auto-encodr Model

g o > >
—_ Q (8]
£ 2 Train Test | Train Test | Train Test 5 £ 7S
g ) Data Data | Sample| Sample| Loss Loss = © = o
o L 5} o
= < <
W
1| THP | 2008to 2017 2018 27752 2904 0.0009 0.0010.9466 | 0.9365
2 | THP | 2008to 2017 2019 27752 2904 0.0009 0.0020.9461 | 0.9404
3 | T,HP | 2008to 2018 2019 30672 2904 0.0009 0.0020.9467 | 0.9449
4 | THP | 2008to 2018 2019 30672 2904 0.0034 0.0078.9476 | 0.9428

T = Temperature, H =Humidity, P = Pressure
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model accura
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Figure 23 Loss and accuracy with 200 epochs (Exmert 4, Personal weather station data)

Visualization of Forecasting Data

Temperature, humidity and pressure forecastingltrdsam 1% December 2019 to

5" December 2019 are taken to show by charts. Coswartharts for observed data and
forecast data are shown in Figure 24, 25 and 2&ivlan error % for temperature, humidity

and pressure forecasting are 8%, 5% and 0.2% resglgc According to results, error % is in
an acceptable range and the model can be appligddther forecasting.
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Figure 24 Temperature forecasting (1-12-2019 t@£Q019)
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Figure 25 Humidity forecasting (1-12-2019 to 5-12t9)
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1018.0 Atmospheric Pressure Forecasting

23
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Figure 26 Atmospheric Pressure forecasting (1-129260 5-12-2019)
Conclusion

Personal weather station network has been construotcontribute the local weather
data and to have it publicly viewable on the weabsithe artificial neural network weather
forecasting model has also been developed to proaidocalized short-term forecast using
collected data. Weather station is designed usiwg dost weather measurement sensors,
microcontroller and GSM module. Measured weathera deom £' January 2019 to $1
December 2019 were uploaded to database serverelysite@s “www.azo-weather.com”.
Historical and present weather data are shown ahwebsite. Train and test processes of
neural network model were made with different deiisTo reduce the training time, data
processing were performed on both central procgasimt (CPU) and graphical processing
unit (GPU). The processing time is 40 times fagtan CPU only test. LSTM auto-encoder
models is trained and tested with different dataseor test datasets of year-2019, train and
test accuracy are 0.9476 and 0.9428 respectivaiye feural network model has good
forecasting performance as accuracy differencesafotesting processes are very small and
average accuracy is 0.94.
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Mechanical Characterization of Fibre Mixed Clay Bricks
Soe Soe Thily Mar Lar Ayé€, Hla Ohn Maf, Naw Htoo Lar Phaflv
Abstract

The main purpose of this research was to investitia fibre content effect of heat treated clay
bricks on the mechanical properties. Waste fibréenes from wateHyacinth plants were
added into a mixture of clay and water thorougfilye modified mixture was molded and then
dried under sunshine. The dried clay bricks weleedawith traditional high temperature kiln.
The newly bricks were tested with the universalingsmachine for their compressive strength
and bending strength respectively. From the tested calculated results, the compressive
strength and flexural modulus increased with insirgg the fibre to clay weight ratio with
x:(100-x) and 2x:(100-2x) but decreased in 3x:(BaD- (where x= 0.4 wt% for water
Hyacinthfibre (S).

Key words: compressive strength, bending strength
Introduction

The firing process could affect the physical andchamical properties, colours and
appearance of the manufactured brick. An efforettycle and incorporate the natural wastes
in the construction industry, especially usedhi@ tmanufacturing of building materials. Brick
is one of the most accommodating masonry unitstdues properties. Currently, due to the
demand of bricks as building materials, many redesas have investigated the potential
wastes that can be recycled or incorporated imem fclay bricks. Owing to the flexibility of
the brick composition, different types of waste édeen successfully incorporated into fired
clay bricks. Masonry is very weak in tension beeaitiss composed of two different materials
distributed at regular intervals and the bond betwéhem is weak. Therefore, masonry is
normally provided and expected to resist only tpressive forces.

In Pyay District, the traditional bricks made byetmixture of mud and chaff for
construction of buildings are used. Bricks fromttheea pass through the second value of
compressive strength. To get more flexible strengtbse bricks were prepared by adding
waterhyacinthfibre. We have made that research to improve thehar@cal properties such as
compressive strength and flexible (bending) strieagid to get more resilient from the weather
and disaster. In this research, clay bricks wibhefiof wateHyacinthhave been used.

Experimental Procedure

The waterhyacinthfibres were dried under sunshine naturally. Thisksnef water-
hyacinth-fibre used this research is about 2 mm. Theddfibres were cut into small pieces
of about 1 mm or 2 mm. After cutting, the driedréib were weighed with SHIMADZU digital
electronic balance. The weight ratios of fibre tm&ted with the mud were shown in table 1.

Firstly, five molds with the dimensions of 23.2 en11.1 cmx 4 cm for compressive
strength, five molds with 35.56 cm10.6 cmx 10.6 cm for bending strength and five molds
with 45.72 cmx 2.54 cmx 2.54 cm for tensile strength measurements wereenfadthis
research.

In this research, mud and chaff were used asmaterials to make brick. A ditch of
mud which is 5 square feet and 1foot depth from Wnaavillage, Pyay township, Pyay

! Dr, Lecturer, Department of Physics, Pyay Uniigrs
2 Dr, Lecturer, Department of Physics, Pyay Uniitgrs
% Dr, Lecturer, Department of Physics, Pyay Uniirgrs

4 Dr, Professor, Department of Physics, Pathein &hsity
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district, Bago west region was thoroughly mixednwhaff for a night. In the morning, it was
added and mixed again with chaff to prepare thiefeomolding brick. That soil was tested by
Energy Dispersive X-Ray Fluorescence (EDXRF) anBa¥+ Diffraction (XRD) to know the
composition of that soil.

The weighted watelnyacinh fibre and the pulverized mud were mixed thoroughl
That treated soil was transformed into bricks. Faenple bricks were dried in air and heated
under sunlight for 15 days. Then, they were hegitéd in the wood fire for 5 days.

And then, the compressive strength of brick samplas determined by compressive
strength testing machine (GUNT) at Civil EnginegriDepartment of Pyay Technological
University (PTU) and the bending strength universsdting machine (UPM-4) from the
structural laboratory at Department of Civil Enginiag in Yangon Technological University
(YTU). Figure 1 shows the procedure of the fibrexexli clay bricks.

Fibre Clay Paddy Shell Water

|
'
Mixture

|

Molding

I

Unburned brick

l Dry under sunshine

Dried unburned Brick

l Firing
Brick Sample

Figure 1 The block diagram of preparation riékowith fibre
Table 1. The weight ratios of fibre mixed with theclay

Fibre Content(Gram)

Type of Test
P S1 S2 S3

Compressive
Strength
Bending Strength 3.08 6.16 9.24

4 8 12
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(b)

Figure 2 (a) Molds for compressive and bendingrgjth (b) Bricks for compressive strength test bending
strength test

Figure 3 (a) Preparing bricks (b) Measuring coragiree strength test (c) Measuring bending stretagth
Experimental Results
Compressive Strength and Bending Strength Results

The heat treated clay bricks to test the compresstirength and bending strength were
named $for one weight ratio of watdilyacinthfibres , $ for two times of fibre content and
S; for three times of fibre content of 8pectively.
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Table 1. Results of Compressive Strength

Name of brick samples Compressive strength (MPa)
S1 3.063
S2 3.375
S3 3.273

Table 2. Results of Bending Strength Modulus

Load(N) Flexural Bending Modulus (MPa)
S1 S2 S3

50 75.98 88.5 78.96
100 92.36 94.7 86.06
150 113.97 122.75 116.41
200 119.25 125.87 117.48

= 3.4 -

o

S 33

S 32 -

p

% 3.1

(]

% 3 -

Nl

s 29

g S1 S2 S3

o

Name of brick samples

Figure 5 (a) Comparison of compressive strengttiiffisrent water-hyacinth fibre contents
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Figure 5 (b) Comparison of bending strenrmodulus vs different watdryacinth fibre conten
Conclusion

The valuesof compressive strength of brick sampmade by the mixture of natur
mud and paddy shell witinsertingwater-hyacinth fibrewith different weight ratios are 3.0l
MPa, 3.375 MPa and 3.273 MPa respectivThese values areery agreable with the BIS
(Bureau of Indian Standard 1(-1992) standard valu@d ordinary class clay bricl

The values of flexural strength of bricks posséssitest grade brickFrom the above
mentional results, the watégacinthfibre is the appropriate additive to prepare bricks v
higher compressive strength and bending strengtnbumore thar2x weight ratio. The
conventionabricks currently used iHmawza township are safie constructior To improve
their mechanical propertyhe wate-hyacinth fibre should be mixed. That fiber is abamdn
our environment and highly productive r:
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Synthesis and Characterization of Graphene Oxide by
Improved Hummers Method

Saint Zar Hiwar Lwin Aun§ Cho Cho Thét
Abstract

Graphene oxide (GO) was successfully synthesizedinigproved Hummers method. The
oxidation process was identified by both visual@atand characterization using Ultraviolet-
visible (UV-vis), Fourier transform infrared (FT-JRind X-ray diffraction (XRD) analysis. It
was found that graphite could be transformed to ®Ousing oxidizing agents A80O,and
Hs:PQO,. Besides, sonication process was a useful pathavaptain graphite oxide to graphene
oxide. The complete oxidation process was studigadior changing through visualization.
XRD measurement interprets the essential parametanserplanar spacing (d spacing), which
indicates the information of oxidation, between tiraphite powder to graphene oxide. The
crystallite size of synthesized GO particles wdswated by Debye Schrrer formula.

Key words: graphite oxide, graphene oxide, improved Hummertshaak
Introduction

Graphene oxide (GO) was obtained from pristine Igtap powder which is a
chemically modified graphene containing oxygen fiomal groups such as epoxides, alcohols,
and carboxylic acids. The presence of oxygen foneli groups makes the inter layer spacing
of GO larger than graphite. Therefore, GO has tighkcific surface area, high mesopore
volume, and certain level of electrical conductivithat is why GO is especially fitted for use
in the production of transparent conductive filrfilsxible electronics, solar cells, chemical
sensors and so on.

For the preparation of GO, firstly graphite powdan be synthesized with oxidizing
agents as a source of graphite oxide. This grapixie can be changed into graphene oxide
(GO) by using many thermal and mechanical methddgaphite oxide which is exfoliated to
form a single layer of GO. Graphite oxide and G@ aimilar in chemical properties but
different in its structure and properties (DreyeR[2tal., 2010). Graphite oxide can be
described as group of layers graphene oxide. Biwhrk, ultrasonic exfoliations of graphite
oxide (sonication method) was applied to get alsifayer of GO and it was an effective way
to obtain graphite oxide to GO. There are four daseethods to synthesis GO such as
Staudenmaier, Hofmann, Brodie and Hummers methbldgeé¢ etal., 2012). Among them,
Hummers method is commonly used and reliable metbothe mass production of graphite
oxide. In this work, the improved Hummers method baen applied for the preparation of GO
because this method does not generate toxic gaghentemperature is easily controlled.
Figure 1 shows the synthesis approach of graphigeaphene oxide (GO).
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[ Graphite ]
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Graphene Oxide

Figure 1 Synthesis approach of GO

Materials and Methods
Synthesis of Graphite Oxide

In this synthesis, Graphite powder,30, and KMnQ were used as a GO source,
solvent and oxidizing agent according to the impb¥Hummers method. Typically, graphite
powder (1 g) was dissolved in concentrate®® (98%, 50 ml) and kPO, (5.5 ml) volume
ratio (9:1) with stirring and then KMn{3 g) was slowly added to the mixture. The reartio
mixture was then heated to°Dfor 6 h. After that, 100 ml of distilled water () was slowly
added to the reaction mixture in order to fullypstbe oxidation process. Then, the slurry was
guenched inside the ice bath,@®4 (30 wt%, 10 ml) was slowly added to remove theessc
KMnO,. The resultant suspension of GO was separated ebyrifigation and then the
remaining solid was thoroughly washed with 1 M HGllowed by water and acetone to
remove the sulfate and contaminations. The geldileghite oxide was dried by using oven at
60°C for 24 h to obtain the resultant graphite oxidevger. (Zaaba N étal., 2017)

Synthesis of Graphene Oxide (GO)

Subsequently, previous synthesized graphite oxide Witered and washed with
distilled water (DW), 1 M HCI and acetone. Thedikd paste was dissolved in 100 ml of DW.
And then, the solution was sonicated for 2 h tmkatfe the layers and centrifuged for 20 min
each at 4000 rpm for five times. Finally, GO flaker powder was obtained by being dried
with the use of oven.

Characterization

Graphite, as prepared graphite oxide and GO werdyzed by using several
techniques. The absorbance of graphene oxide (Gldjans was detected by EVOLUTION
220 UV-Visible Spectrophotometer. FT-IR NICOLET iSpectrophotometer was used to
characterize the presence of functional groups-iprapared samples. X-ray diffraction (XRD)
patterns of graphite, graphite oxide and grapherideowere recorded by RIGAKU-RINT
2000 XRD machine to identify the crystal structafesynthesized samples.
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Results and Discussion

Visualization

(2) Black (b) dark green (c) brown green (d) brown

(g) Brilliant brown or amber (f) reddish brown (e) light brown

Figure 2 Color changing of graphite to graphenele

In the preparation of the graphite oxide, colorrndiag process can occur through
visualization. The black color solution is due be graphite’s dark color (Figure 2a) and after
KMnO, was slowly added to the solution, the color turtedark green (Figure 2b) since the
color of initial KMnO,is purple color but when it reacts wit}SO,, the reaction equation can
be expressed as shown below. The mixing coloraxftien gives dark green.

2KMnO, + 2H,S0, - Mn,0, + H,0 + 2KHSO,
Again,Mn,0, can react further with 2|'$O4 and it can give theMn0O3 as shown
below. Thus, the reaction color gives brown green.

Mn,0, + 2H,50, — 2[Mn05]*[HSO0,]~ + H,0

Similarly, Mn,0, decomposes at AT and gives¥n0; and thus, the reaction color
gives brown green (Figure 2c). Then the color ckdrg brown color after stirring for an hour
at 40C (Figure 2d). It became light brown color afterrstg for 3 h (Figure 2e) and it did not
change anymore for more hours. In the terminatimtgss of oxidation, the solution color
changed as reddish brown since DW is poured irgontixture solution (Figure 2f). Finally,
the complete oxidation state of graphite was bnllibrown yellow (amber) due to the addition
of H,0, to the solution in order to consume the residuagaaese oxide. Thus, final product
of pure graphite oxide color was amber (Figure. Adjerefore, it was remarkable that the

stoichiometric ratio oH,S0, andKMnO,were essential parameters to complete the oxidation
process.

UV-Vis Result

Figure 3 shows that, the strong absorption peale®fis at 230 nm and it is quite

similar with the work reported by (Hidayah N. Me&l.,2017) where the absorption peak was
at 238 nm.
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Figure 3 U\-vis spectrum of graphene oxide (GO)
FT-IR Result

The presence of different types of oxygen functigraups in graphite and graphe
oxide were confirmed by their FIR spectra. Figure 4 illustrated the FR-spectra of graphit
oxide and graphene oxide (G. The broad peaks observed around 3cm™ were due to
stretching vibration of G4 groups. The peak at 17.cm™ was due to stretching vibration
C=0. The peak at 1629 ¢htould be attributed to theending vibration of ~H group.The
peaks at 1024-1036 ¢mwere due to -C stretching Two additional peaks occurred at 1
cm™* and 885 cni of graphite oxide were due tc-O group and C-H group.

100-
904
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40-
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400C 3500 3000 2500 2000 1500 1000 500
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Figure 4 FT-IR spectrums of Graphite oxide and GO
XRD Result

XRD was used tanvestigate the crystal phase and to determinentieglayer spacini
and crystallite size of graphite and GO. T8 peak of graphite powder was found ou
26.588 from Figure (5). This peak confirmed that the iletger distance of graphite powc
was 3.3498 A. For GO, theb peak shifted to 10.796which indicated that the graphite v
fully oxidized into GO with an interlayer distancé 8.1879 A as shown in Figure (6). T
values of interplanar spacing (d) and crystallite ¢D) of graphite powa and GO are show
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in Table 1. The crystallite size of Graphite and ®&s found out to be 68.99 nm and 10.1 nm
calculated by Debye Schrrer Formula as follows:

D =kA/Bcos6

where is X-ray wavelength (1.5405 A), D represents therage crystallite size§ is line
broadening in radians afidis Bragg’s angle and k is Scherer’s constant (j0.89

Table 1 The result of interplanar spacing (d) and wystallite size (D) of graphite powder

and GO
Sample 2-theta FWHM d spacing D
(degree) (degree) A) (nm)

Graphite 26.588 0.174 3.3498 68.99

GO 10.796 0.780 8.1879 10.1

g
6.0 g
] . g g g 2
B 7 l 41.1437> Graphite-2H - C

10 20 30 40 =) 70

Twwe-Theta (deg)

Figure 5 XRD spectrum of graphite powder
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Figure 6 XRD spectrum of graphene oxide (GO)
Conclusions

In this study, graphene oxide (GO) was synthesizgdmproved Hummers method
through sonication process. The structural propeui graphene oxide were analyzed by three
characterization techniques including UV-vis, FT4Rd XRD results. Firstly, the maximum
peak 230 nm from strong absorption UV-vis spectsuggested that the synthesized product
was GO nanoparticles. Secondly, FT-IR results autditly supported that the compound
identification of GO. Finally, the comparative réswf interplaner spacing between graphite
powder and GO nanoparticles measured XRD confirthatdthe transformation of graphite to
GO. The visualization results essentially inforntadt the color changing of each reaction
process in each reaction time which was remarkéblassist the final formation of fully
oxidized graphene nanoparticles. In conclusionetham different characterization results, the
final product was GO nanopatrticles according tocitral properties were agreed with GO.
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Optical and Photoconductance Studies of Spray Pyrgsis Prepared
CdS Thin Films

Khin Thuza Linr, Win Kyaw?, Soe Soe Nwe
Abstract

Cadmium Sulphide, CdS thin films were prepared lw glass substrates for different spray
times, 10 s, 20 s and 30 s at the deposition temyper 300°C by spray pyrolysis technique.
Crystalline phase formations of these films wergesgtigated by X-ray diffraction (XRD)
techniqgue. XRD patterns showed that films have gqugbtalline nature with a hexagonal
structure. Direct band gap values of 2238 eV were obtained from optical absorption
spectrum. The optical parameters studied the abroeband transmittance spectra, refractive
index, extinction coefficient and optical conduitjv A process for forming a reflecting silver
coating on the glass substrates was prepared byngauethod. CdS thin films were grown on
Ag coated glass substrate. The time response ¢dptroductance for the CdS/Ag samples were
examined.

Key words: CdS thin films, spray pyrolysis technique, XR[ptioal, photoconductance

Introduction

Cadmium sulfide (CdS) is a 1l-VI compound semicocidu It is a mixture of covalent
and ionic types [Rose, D.H., (1999)]. Two typescofstal structures, cubic zincblend and
hexagonal wurtzite, are observed in these compoBtdscture type of the deposited crystals
depends on the substrate temperature; at low sidbstemperature it becomes zincblend
whereas at a high temperature one hexagonal weutigie is seen. CdS has been the most
widely used as window layer for solar cell applicatbecause of its high band gap energy of
2.43- 2.4 eV at room temperature, which makes it maegparent in the wavelength region
of 450-700 nm.

Thin film has a two dimensional structure, i.e.h@s a very large ratio of surface to
volume, and created by the process of condensatiatoms, molecules or ions [Aicha, A.R.,
(1998)]. Most of the electronic devices requireatdle ohmic contacts for electrical signals to
flow into and out of the device, and highly stabietal-semiconductor rectifying contacts as
the active region[Benramache, S., (2013)]. In bodlses one must know how to fabricate
reliable and efficient metal contacts which havghhyield and stability. Thus, it is clear that
knowledge of these devices can be used for thelamwent of future technology. CdS thin
films can be prepared by several different depmsitiechniques such as, spray pyrolysis,
thermal evaporation, close space sublimation, spog, electrolysis, molecular beam epitaxy
(MBE), screen printing, chemical deposition, etatjfar, D., (2008)]. The chemical deposition
is among the least expensive methods with respaestgenditure of chemicals and energy, and
convenient for large area depositions on a var@tgubstrates.Thermally evaporated and
annealed CdS film is the most similar one to thglsi-crystal CdS from the view point of
spectral transmission characteristics among therevalporation, chemical deposition by
solution growth and spray pyrolysis techniques. @&#mwn techniques and substrate
temperature have a strong effect on the electaiedlstructural properties of CdS thin films.

'Dr, Assistant Lecturer, Department of Physics, Pyaiversity
’Dr, Associate Professor, Department of Physicsy Ryaversity
®Dr, Professor and Head, Department of Physics, Rlyayersity
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In this study, CdS thin films were prepared by gprgrolysis technique. The structural
parameters of the films were obtained by XRD analy@ptical band gap value of the films
was determined from the absorption spectrum.

Materials and Method
Growth of CdS Thin Film

The glass substrates (1.0 cmx 1.0 cmx0.1cm) wesned with HCI : KO (1:2) for 1h
to remove native oxide and thoroughly rinsed inodeied water for a few minutes. The
substrate is then immersed in acetone for 10 miuh ethyl alcohol for 10 min to remove
impurities. After that, it is rinsed by deionizectsr for a few minutes and subsequently dried
at room temperature. The spray solution consists mfxture of aqueous solution of cadmium
chloride [CdC}] and aqueous solution of thiourea [(WFCS] in the molar ratio of 1:1 as
starting solution. Deionized water was used asestlvlhese solutions were mixed thoroughly
and the final solution was sprayed onto preheal@ssgubstrate kept at 300°C. The optimum
distance between nozzle and the substrate liesebetvi3 cm to 18 cm. Filtered air at a
pressure of 40 psi was used as the carrier gastehgerature of the glass substrate is fixed
and thickness of the CdS film is changed by thaysgime. A series of samples were prepared
for different spray times (10 s, 20 s, 30 s). Alése spray times on the sample were grown
successively under the same condition. When thatisolis sprayed, the following reaction
takes place at the surface of the heated substrate.

CdCh+ (NH,), CS + 2HO - CdS + 2NHCI 1+ CO1

In this reaction, a mist of a spray solution wag/alr to the surface of a heated
substrate where a pyrolytic reaction takes plaeayihg a solid CdS film plus some volatile
compounds, NEC|I and CQ. After deposition, the films were cooled at an &b
temperature slowly. The transparent and homogenewasge-yellow thin films were
deposited. The selected samples for different sjomas were shown in Figure 1.

@) (b) (©)
Figure 1. Films of CdS samples in (a) 10 s (b) 20 (c) 30 s spray times

XRD Measurement

The crystal structure and orientation of the filere investigated by X-ray diffraction
(XRD) method. XRD patterns of the as synthesizadma was recorded on a Rigaku X-ray
Diffractometer using Cu-Kline (.= 1.54 A) operating at 40 kV. The) Zcanning range was
from 10° to 70°.

Optical Measurements of CdS Thin Films

Optical studies were carried out on a Shimadzu U8-Recording spectrophotometer.
Films deposited on a glass substrate were usedlasatption and transmission spectra were
recorded against plain glass as the referencefililng@roperties investigated their absorbance
and transmittance spectra, band gap, refractiveexindextinction coefficient, optical
conductivity were made for calculation of opticabperties. Optical absorption of CdS films
was studied in the wavelength range of 300— 700Time. optical band gap energy & CdS
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thin films was evaluated from the analysis of thsaption spectrum. It was determined by
plotting @hv)? vs hv and extrapolating the straight portion to the gpexxis.

Experimental Setup of Photoconductance Measurements

The photoconductance of CdS/Ag film has been deteunusing Personal Computer
(PC) interfaced Fluke View Forms Method/189 TRUE RMnultimeter. The electrical
conductance data of thin films have been studiatl tiie help of fluke meter. The electrical
conductance of CdS/Ag thin films were measured aargtion of the combination of light
(200W) and dark current. The film was illuminated & certain interval of time.

Once the photoconductance was saturated and tmainfition was cut off after this
particular interval of time. The set-up for the m@@ment of photoconductance had been
designed as shown in Figure 2. In black box, tinepdas were placed perpendicular to the light
bulb.The light falls onto the sample directly. Thght exposure time was controlled by the
shutter between the light bulb and sample. The lighb and the sample were 10 cm away.
Silver electrodes were used to conduct the cuwoerthe surface of CdS film with the contact
separation about 1mm. Two electrodes of the samie joined with fluke meter. The current
passed through the contacts by applying voltageceou

Switch
1

Light box Flukemeter

—

200W _1 > PC
i e [

A
Thin film Sample \*

Figure 2. The block diagram showing photoconduaaneasurement set-up

Results and Discussion
Structure Analysis

Structural properties of as deposited CdS thin dilmere investigated by X-ray
diffraction technique. The presence of sharp stimatipeaks in these X-ray diffraction patterns
confirmed the polycrystalline nature of the filmhéaverage crystallite sizes in deposited films
were obtained from a Debye-Scherre’s formula. Thestallinity of the films was improved
with thickness. Diffractograms of films produced thfferent spray times (10 s, 20 s and 30 s)
are shown in Figure 3. XRD analysis showed thaffithes had highly oriented crystallites of
the classical hexagonal structure or Wurtzite typ#) a preferred orientation along the c- axis
and (002) direction perpendicular to the substpédaae. This behavior was more intense for all
samples obtained, where the peak at about 26iegent. The structural and morphological
parameters are listed in Table 1.The crystallite svas found that it increased with increasing
spray time. The average crystallite size of tha fies between 25.36 nm29.59 nm.

It can be concluded from the structural analyses the films are found to be in the
single phase of CdS and the identification of thaks indicate that the film is polycrystalline.
The experimental d-values and JCPDS (Joint Coteenibn Powder Diffraction Standards)
d-values are in relatively good agreement and shewagonal structure. The variation of
crystallite size and FWHM of CdS thin films withfidirent spray times were shown in Figure 4
(a) and (b)
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Table 1. Variation of structural parameters, systemand average crystallite size of Cd.
thin films for different spray times

SampleName SprayTim« LatticeConstants System Average Crystallite
(s) A Size (nm)

Cds-1 1C a=Db=4.172¢ Hexagone 25.3¢
€ =6.7395

CdSs-2 20 a=Db=4.1083 Hexagonal 29.4
Cc=6.6872

Cds- 3 30 a =b=4.1062 Hexagonal 29.59
c=6.7101

Optical Property and Photoconductance Stud

Figure 5 (a) showshe plot of transmittance T% againstavwelengthi for CdS thin
films. Absorbance versus wavelength of incident radiateomd absorptionat agains
wavelengthi for CdS thin films are shown in Figu5 (b). The energy band gap of deposi
films was determined bysing the reflection spectra. The theory of opttcahsmissin gives
the relationship between the absorption coeffica and the photon energwv as,
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az—%ln_l_lwhere dis film thickness (um). The optical absorption givehe relationship

A(hv - Eg)*?
hy

is energy band gap (eV). The variation @lfi)? as a function of incident photon energyit
plotted in Figure 6. The optical band gap energy {& the samples studies the varies from
2.40 to 2.58 eV. The variation of refractive indéy, extinction coefficient (k), optical
conductivity ¢) and band gap energyEvas given in Table 2. The high value of n, k and
for the CdS thin films was found to be at energy) @qual to 1.0 eV.The optical films’ two
parameters were correlated with each other, whendfractive index increases, the value of
the optical gap decreases.

For normal reflectance R = (n -?L)Yn + 1}, the relationship between refractive index
and reflectance for semiconductors and insulatdwenk’<<n?.

1+ VR
n=
1- VR
where R is the normal reflectance; using the abmalation the refractive index n was
determined. Figure 7 shows the plot of refractiviex n with the incident photon energy h

between the absorption coefficiemtand the photon energy lasa = where g

The optical conductivity was determined by using dh:?:where c is the velocity of
T

light. The increased optical conductivity at highofon energies is due to the high absorbance
of CdS thin film in that region. The extinction d¢beent k as a function of wavelengthand

. - : al - o .
absorption coefficientt were given by K :ZT. The variations of extinction coefficient k

with the photon energy ¢h and the variation of optical conductivisywith hv are plotted in
Figure 8. The rise and fall in the extinction comént is due to the variation in the absorbance.
It is clear from Figure 8 that photoconductancepdrexponentially with time and saturates
after a few seconds. Initially, it decreases rapatid then becomes slower before reaching to
steady state value. After attaining the steadyestight was turned off and the decay of
photoconductance was measured as the functiom. initially, the photoconductance decay
is quite fast and then becomes slower as time elapersistent photoconductance is also
observed which takes time to decay. This is atteidwio light induced effect in this material.
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Figure 5. Plots of (a) transmittance and (b) dtesoce spectra of CdS thin films for different spiaes
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films for different spray times
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Figure 8. (a) Plots of optical conductivityagainst kh for CdS thin films and (b) variation of photocorthnce
with time of CdS/Ag thin film (for Spray time = 10s

Table 2. Variations of refractive index n, extincton coefficient k, optical conductivity ¢
and band gap energy k of CdS films

Sample Refractive index Extinction Optical Band gap
coefficient conductivity(set) energy
(eV)
Cds-1 2.01 2.06 2.13 2.58
Cds-2 2.12 2.15 2.75 2.52

Cds-3 2.50 2.77 3.45 2.40
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Figure 8. Variations of photoconductance with tioi€CdS/Ag thin filmsfor spray time (c) 20 s and 81 s

Conclusion

The CdS thin films were prepared by spray pyrolysethod The films were deposited
onto glass substrates for different spray timess1@0 s and 30 s at constant deposition
temperature 300°C. As a result of the structunadstigation, it was found that CdS thin films
were the polycrystalline nature with a hexagonalctire and have (002) sharp diffraction
peak. The XRD patterns which indicate CdS filmseéhavhexagonal phase with 25:38.59
nm average crystallite size. The optical band dajhe films was found to be in the range of
2.40-2.58 eV. It is clear from the figure of variationk photoconductance with time of the
films that photoconductance drops exponentiallyhviine and saturates after a few seconds.
Initially, it decreases rapidly and then becomesvsl before reaching to steady state value.
After attaining the steady state, light was turoéfdand the decay of photoconductance was
measured as the function of time. Initially, theofgitonductance decay is quite fast and then
becomes slower as time elapse. A persistent photibotance is also observed which takes
time to decay. This is attributed to light induceffiect in this material. According to these
results, CdS films could be a promising material dse as window layer of heterojunction
solar cells and applications in optical devices.
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